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Abstract
Solar thermochemical water splitting (STWS) offers a renewable route to hydrogen 
with the potential to help decarbonize several industries, including transportation, 
manufacturing, mining, metals processing, and electricity generation, as well as to 
provide sustainable hydrogen as a chemical feedstock. STWS uses high tempera-
tures from concentrated sunlight or other sustainable means for high-temperature 
heat to produce hydrogen and oxygen from steam. For example, in its simplest 
form of a two-step thermochemical cycle, a redox-active metal oxide is heated to 
≈1700 to 2000 K, driving off molecular oxygen while producing oxygen vacancies 
in the material. The reduced metal oxide then cools (ideally with the extracted 
heat recuperated for reuse) and, in a separate step, comes into contact with steam, 
which reacts with oxygen vacancies to produce molecular hydrogen while recov-
ering the original state of the metal oxide. Despite its promising use of the entire 
solar spectrum to split water thermochemically, the estimated cost of hydrogen 
produced via STWS is ≈4 to 6× the U.S. Department of Energy (DOE) Hydrogen 
Shot target value of $1/kg.

One contributing approach to bridging this cost gap is the design of new 
materials with improved thermodynamic properties to enable higher efficien-
cies. The state-of-the-art (SOA) redox-active metal oxide for STWS is ceria 
(CeO2) because of its close to optimal, although too high, oxygen vacancy for-
mation enthalpy and large configurational and electronic entropy of reduction. 
However, ceria requires high operating temperatures, and its efficiency is insuf-
ficient. Therefore, efforts to increase the efficiency of STWS cycles have focused 
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on further optimizing oxygen vacancy formation enthalpies and augmenting the 
reduction entropy via substitution or doping and materials discovery schemes. 
Examples of the latter include the perovskites BaCe0.25Mn0.75O3 and (Ca,Ce)
(Ti,Mn)O3. These efforts and others have revealed intuitive chemical princi-
ples for the efficient and systematic design of more effective materials, such as 
the strong correlation between the enthalpies of crystal bond dissociation and 
solid-state cation reduction with the enthalpy of oxygen vacancy formation, as 
well as configurational entropy augmentation via the coexistence of two or more 
redox-active cation sublattices.

The purpose of this chapter is to prepare the reader with an up-to-date account 
of STWS redox-active materials, both the SOA and promising newcomers, as well 
as to provide chemically intuitive strategies for improving their cycle efficiencies 
through materials design—in conjunction with ongoing efforts in reactor engi-
neering and gas separations—to reach the cost points for commercial viability. 

Keywords:  Climate change, concentrated solar technologies, hydrogen,  
solar thermolysis, solar thermochemical cycles, redox-active materials,  
off-stoichiometric, quantum mechanics simulations

1.1	 Introduction

Combatting anthropogenic climate change is one of the critical scientific 
and engineering challenges of our time. The associated global warming 
(Figure 1.1a)—predominantly brought about by greenhouse-gas emissions 
from burning fossil fuels [1–3]—already has led to extreme weather events 
that threaten the safety and food/water security of life on Earth. Averting 
the most disastrous effects of climate change calls—at least in part—for 
clean fuel alternatives to avoid the CO2 emissions from hard-to-electrify 
sectors, including heavy-duty vehicles with petroleum-based combustion 
engines. One encouraging alternative is H2, which has a higher-energy 
density per unit mass than liquid hydrocarbons and can be produced using 
sustainable energy in the form of concentrated solar heat via thermolysis or 
thermochemical water splitting (Figure 1.1b) [4]. Although not reviewed 
here, H2 can also be sustainably produced from water by alternative means, 
for example, via photoelectrochemical water splitting [5, 6] and both high-
[7] and low-temperature [8] electrolysis employing renewable (or nuclear) 
energy. Concentrated solar technologies (CSTs) also promise to reduce the 
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carbon dioxide footprint of fossil-fuel-derived H2 from steam-methane 
reforming, hydrocarbon (fossil or biomass) gasification, solid-oxide elec-
trolysis, and methane cracking.

Two popular solar thermal collector/receiver/reactor designs are the 
tower with a heliostat field and the parabolic dish (Figure 1.1c) [9]. In the 
increasingly adopted solar power tower plant architecture, many heliostats 
focus sunlight on an elevated receiver, achieving a solar concentration ratio 
(C)—i.e., the factor by which a collector/receiver multiplies the intensity 
of sunlight impinging upon the Earth’s surface—of ≈1000. For parabolic 
dishes, a polished metal mirror lining concentrates sunlight on a focal 
point, where redox-active materials could be heated to high temperatures 
(e.g., 1700–1800 K [10]). While dishes currently are more expensive than 
towers, they generally lead to a higher C [11] and recently have been used 
in demonstration CST-based systems [10].

The theoretical maximum efficiency of solar-to-H2 conversion using 
CSTs is—under the assumption of ideal optics and a perfectly insulated 
receiver—the product of the solar collector, receiver, and reactor (Carnot) 
efficiencies [12, 13]

	 ηsolar−to−fuel = ηcollectorηreceiverηCarnot	 (1.1)

	
η σ= − T

IC
1receiver

4

	
(1.2)

	
η = −T

T
1Carnot

sur

	
(1.3)

where σ is the Stefan–Boltzmann constant; T the temperature of the 
receiver; I the intensity of the direct, normal-incident sunlight; and Tsur is 
the temperature of the surroundings (e.g., 298.15 K). Suppose a heliostat 
field with a solar tower is used instead of a parabolic dish. In that case, 
ηcollector will be less than one due to factors including the cosine effect (i.e., 
due to heliostats not pointing directly at the sun and the receiver simul-
taneously, hence, there is a reduction in the effective reflection area) [14]. 
One can think of the receiver efficiency (ηreceiver) as the fraction of absorbed 
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sunlight that is not reradiated by the blackbody-like receiver. Increasing 
C can increase the T range over which ηreceiver is close to 100%. For exam-
ple, if parabolic dishes—with C reaching 10000—can be made economical, 
then a nearly perfect receiver can be achieved at ≈2000 K (Figure 1.1d, 
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Figure 1.1  Concentrated solar hydrogen for combatting climate change. (a) Increase 
in global temperature since 1880. (b) Routes to solar hydrogen via concentrated 
solar technologies. (c) Popular collector/receiver designs for concentrated solar heat 
technologies. (d) Ideal solar-to-fuel efficiency (ηsolar-to-fuel in Equation (1.1)) and (d, inset) 
receiver efficiency (ηreceiver in Equation (1.2)—with the same ticks and tick labels as the 
larger panel). Note that towers can have C > 1000 and developing dishes with C = 10,000 
is quite challenging. That said, we chose these values to indicate the effect of order-of-
magnitude changes in C on the theoretical solar-to-fuel efficiency.
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inset). While ηreceiver dominates ηsolar-to-fuel in the high-temperature limit, the 
efficiency of a Carnot engine (ηCarnot) governs the low-temperature regime, 
which decreases to zero as T approaches Tsur from above. Upon multiply-
ing these three efficiencies, it becomes clear that—for a given C—there is 
an ideal temperature at which ηsolar-to-fuel is maximized (Figure 1.1d). As an 
example, consider a dish that provides C = 5000. If the receiver is heated 
to 1800 K, one can use ≤76% of the concentrated sunlight energy for solar-
to-H2 conversion. Here, the “less than” indicates that other loss mecha-
nisms and engineering constraints typically produce efficiencies << 76%.

1.1.1	 Hydrogen via Solar Thermolysis

Having introduced CSTs and their efficiencies for a general solar-to-H2 
process, we now consider the earliest and perhaps simplest approach to 
CST-based hydrogen production via solar thermolysis or direct solar water 
splitting [15]. In solar thermolysis, H2O(g) is heated to T ≥ 2500 K, above 
which it can undergo the following high-temperature reactions (Figure 
1.2a) [16]:

	
 +H O g H g O gBlue line ( ) ( ) 1

2
( )2 2 2

	
(1.4)

	 Orange line       H2(g) ⇌ 2H(g)	 (1.5)

	
O g O gGreen line 1

2
( ) ( )2

	
(1.6)

	 Red line       H2O(g) ⇌ H(g) + OH(g)	 (1.7)

At T < 2000 K and p = 1 bar, none of these reactions occur with apprecia-
ble yields, leaving H2O(g) intact (Figure 1.2b). As T reaches 2500 K, ≈4% of 
H2O(g) molecules split into H2(g) and O2(g) (Equation 1.4). For T > 2500 K, 
however, side reactions—such as the atomization of H2(g) (Equation 1.5) 
and O2(g) [Equation (1.6)], and the dissociation of H2O(g) into H(g) and 
OH(g) (Equation 1.7)—compete with the desired water-splitting reaction, 
leading to a maximum H2(g) mole fraction of ≈0.19 at 3400 K. In addition 
to its upper limit for H2 generation, solar thermolysis is impractical [17] 
because it produces an explosive mixture of H2(g) and O2(g) that requires 
careful separation and rapid quenching to avoid recombination, which 
reduces efficiency. Furthermore, the T needed to produce H2(g) and not 
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H(g) or OH(g)—i.e., ≈2500 K—leads to the thermal failure of the ceramics 
used for H2(g) and O2(g) separation, thus motivating—in the absence of 
solutions for these issues—another route to solar H2, namely solar thermo-
chemical water splitting (STWS) [18–26].

1.1.2	 Hydrogen via Solar Thermochemical Cycles

To split water at lower temperatures and preclude the formation of unde-
sired gas-phase molecules, one can employ thermochemical cycles, the 
simplest of which—and the primary subject of this book chapter—is a two-
step cycle [27–34] (Figure 1.3a) with redox-active, metal-oxide materials 
(Figure 1.3b). In such a cycle, a metal oxide (MOx, where x is the number 
of moles of O per cation) first is heated, using CSTs, to temperatures typi-
cally exceeding 1500 K and most often close to 1800 K, at which point it is 
reduced to a more O-poor stoichiometry (MOx-δ), i.e.,

	


δ δ
+δ−MO s MO O g1 ( ) 1 1

2
( )x x 2

	
(1.8)

where δ is the off-stoichiometry; note that we have purposefully omitted 
the phase of the reduced metal oxide for reasons to be explained momen-
tarily. Generally speaking, one would reduce at the highest temperatures 
within engineering and economic constraints to ensure maximal reduction 
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Figure 1.2  Thermodynamics of hydrogen production via solar thermolysis. (a) Gibbs 
free energy change (∆G) of high-temperature reactions at p = 1 bar. (b) Equilibrium mole 
fractions at p = 1 bar (see Appendix A. Equilibrium Composition for Solar Thermolysis).
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(as increasing the temperature makes ∆G more negative and therefore 
increases δ) and fast kinetics. In the second step, the reduced metal oxide 
cools to a temperature where reoxidation is possible when exposed to 
H2O(g), which leads to water splitting and regeneration of the original 
metal oxide, i.e.,

	


δ δ
+ +δ−MO H O g MO s H g1 ( ) 1 ( ) ( )x x2 2

�	
(1.9)

Generally, MOx-δ will not reoxidize to the fully stoichiometric form MOx 
but will cycle between two forms of the metal-oxide stoichiometry—both 
partially reduced—where the difference between the two off-stoichiome-
tries is one of the performance metrics. The reoxidation is further limited 
if there is a small amount of hydrogen in the gas stream, which might be 
expected if one separates, in the gas phase, the hydrogen from the reoxida-
tion product stream and recycles any unconverted steam.

Unlike thermal reduction (Equation 1.8), whose ideal operating tem-
perature is bounded only from above by the thermal stability of the material 
and durability of the reactor, one would perform water splitting (Equation 
1.9) at temperatures high enough for fast kinetics but low enough for a 
good ∆G of reoxidation. This compromise often requires water splitting to 
be done around 1000 K or higher. Another consideration is recuperation of 
heat between the high temperature and low temperature steps. The larger 
the temperature difference, the greater the engineering challenge to limit 
the losses.

Until now, we have neither specified the phase of MOx-δ nor the extent 
of reduction δ. Two-step metal-oxide thermochemical cycles are based on 
either volatile or non-volatile metal oxides. Volatile refers to a metal oxide 
for which a solid-to-gas phase transition accompanies thermal reduction. 
One of the most widely studied volatile cycles is ZnO(s)/Zn(g) [35–37]:

	
 +ZnO s Zn g O g( ) ( ) 1

2
( )2

	
(1.10)

	 Zn(s) + H2O(g) ⇌ ZnO(s) + H2(g)	 (1.11)

In the thermal reduction step [Equation (1.10)], which one must carry 
out at temperatures above 2000 K, ZnO(s) volatilizes to Zn(g) and O2(g). 
While the ZnO(s)/Zn(g) cycle offers favorable efficiencies even in the 
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absence of heat recovery (energy conversion efficiency ≈ 45% and maxi-
mum exergy efficiency ≈ 29%), its issues are similar to those faced in solar 
thermolysis in that the high temperatures required for significant reduc-
tion put a considerable thermal strain on the receiver/reactor [17,  38]. 
After thermal reduction, one generally quenches quickly to avoid the back 
reaction before separating Zn(s) from O2(g). Alternatively, electrother-
mal gas-phase separation has been considered [39, 40]. Water splitting 
[Equation (1.11)], on the other hand, typically takes place at T ≤ 900 K, 
revealing another difficulty for ZnO(s)/Zn(g): the need for a giant tem-
perature swing (≥1100 K). Other redox couples for volatile, two-step STWS 
have been considered, such as post-transition-metal oxides in the SnO2(s)/
SnO(g) cycle [41–43]; however, those with greater attention currently are 
solid phase, a.k.a. non-volatile, redox-active materials.

Within non-volatile, redox-active metal oxides, the two main catego-
ries are stoichiometric (line compounds) and off-stoichiometric. First, 
we consider stoichiometric metal oxides, where stoichiometric refers to 
materials for which reduction and reoxidation produce pure, solid-phase, 
metal-containing compounds obeying full stoichiometry constraints on 
composition. One can further subdivide stoichiometric metal oxides into 
single-component and multi-component compositions. Examples best 
illustrate the difference between these two types of stoichiometric oxides. 
The prototypical single-component materials are metal-doped ferrites 
[44–54], whose thermal reduction and water splitting reactions are

	
 + − +−M Fe O s xMO s x FeO s O g( ) ( ) 3 ( ) 3(1 ) ( ) 1

2
( )x x1 3 4 2

	
(1.12)

	 3xMO(s) + 3(1 − x)FeO(s) + H2O(g) ⇌ (MxFe1−x)3O4(s) + H2(g)	
(1.13)

where the metal (M) dopant or substituent can be Fe (in which case Fe is 
not a dopant and the phase is magnetite) [55–59], Zn [60], Ni [60, 61], Co 
[60, 62] (as well as a complete replacement of Fe with Co [63]), Mn [61], 
and others. Ferrites with other metals substituted in the spinel or inverse 
spinel structure can be tuned to provide nearly optimal reduction Gibbs 
free energetics and reduction temperatures lower than 2000 K [64, 65]. 
However, both their reduction and water-splitting kinetics are slow because 
O2− is close-packed in both oxide structures, Fe3O4 and FeO(s). Therefore, 
it does not react beyond the surface [66]. Additionally, powdered Fe oxides 
sinter, rendering them uncyclable [56, 62, 67, 68]. To enhance cyclability, 
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one can use yttria-stabilized zirconia as an inert support that incorporates 
active Fe ions into its crystal lattice, forming a solid solution, thus alleviat-
ing the sintering or melting of iron oxides at the working temperatures of 
1200 to 1700 K [55, 69]. Note that, for ferrite cycles, a single metal oxide 
reduces and reoxidizes, hence the terminology “single component.”

Alternatively, multi-component cycles involve the redox of more than 
one metal oxide component. An excellent example of this case is the cycle 
based on the mineral hercynite FeAl2O4(s) [70–77]:

	
+ + +CoFe O s Al O s CoAl O s FeAl O s O g( ) 3 ( ) ( ) 2 ( ) 1

2
( )2 4 2 3 2 4 2 4 2

	
(1.14)

	 CoAl2O4(s) + 2FeAl2O4(s) + H2O(g) ⇌ CoFe2O4(s)  
                    + 3Al2O3(s) + H2(g)� (1.15)

During thermal reduction, CoFe2O4(s)—a metal-substituted ferrite—
reacts with three moles of Al2O3(s), producing CoAl2O4(s)—a pigment 
known as cobalt blue—along with two moles of hercynite and a half mole of 
O2(g). These intermediate products then split water at lower temperatures, 
restoring the original solids in their starting stoichiometric coefficients and 
generating H2(g). Both steps have two metal-oxide components in the reac-
tants and products, so the hercynite cycle is multi-component. However, 
like the ferrites, this cycle suffers from poor kinetics, which is unsurpris-
ing considering one of the components is cobalt ferrite CoFe2O4(s). Other 
studied multicomponent cycles include—but are not limited to—those 
based on the metal sulfate/oxide [e.g., MnSO4(s)/MnO(s) [78]] and metal 
dioxide/pyrochlore [i.e., CeO2(s)+MO2(s)/Ce2M2O7(s) where M can be, 
e.g., Ti [79], Si [79], or Sn [80]] redox couples. Ultimately, kinetic limita-
tions are a hallmark of stoichiometric materials because their STWS cycles 
require the nucleation and growth of bulk phases. A promising path to pro-
mote faster kinetics is to use off-stoichiometric metal oxides, which tend 
to be mixed ionic-electronic conductors (MIECs) that form and fill oxy-
gen vacancies (VOs) during thermal reduction and water splitting, respec-
tively, instead of undergoing major bulk structural phase transitions. As 
off-stoichiometric metal oxides, particularly MIECs because of their supe-
rior ion diffusion kinetics, currently are the subject of intense research for 
STWS applications and are the redox-active materials of choice for pilot 
plants, we focus on them here. Below we emphasize developing intuition 
that explains observed physicochemical phenomena, in order to determine 
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materials design criteria that can lead to tailoring materials for more opti-
mal thermochemical cycles.

Before we dive into the details of off-stoichiometric metal oxides for 
STWS, we would be remiss if we did not mention the utility of multi-step 
cycles. We will first describe the Cu-Cl [81] cycle (Figure 1.3c). In the 
hydrolysis step, Cu(II)Cl2(s) is heated to ≈673 K in the presence of H2O(g), 
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Figure 1.3  Hydrogen production via solar thermochemical cycles. (a) Schematic of a 
two-step cycle for a metal oxide (MOx) that becomes off-stoichiometric (MOx-δ, where  
δ is the off-stoichiometry) upon thermal reduction (where the color of the circle denotes 
relative temperature). (b) Types of redox-active materials typically employed for two-step 
STWS, where our focus is on nonvolatile materials that become off-stoichiometric upon 
thermal reduction, such as CeO2 and ABO3 perovskites and their alloys. (c) Schematic 
of a multistep cycle, specifically, here, the copper chloride hybrid cycle, which involves 
hydrolysis (blue), thermal reduction (red), and electrolysis (black) steps at different 
temperatures.
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forming melanothallite Cu(II)2OCl2(s) and HCl(g). Then, in the thermal 
reduction step, Cu(II)2OCl2(s) is solar heated to ≈773 K using CSTs, which 
leads to its reductive decomposition into Cu(I)Cl(s) and O2(g). One can 
liken this step to the thermal reduction step in the two-step STWS cycles 
described above. Last is the electrolysis step, where HCl(g) from hydrolysis 
and Cu(I)Cl(s) from thermal reduction react at ambient temperatures and 
under the application of an oxidizing electrode potential, producing H2(g) 
and regenerating Cu(II)Cl2 for subsequent cycles. While the Cu-Cl cycle 
enables efficient heat recycling and offers lower operating temperatures 
than two-step cycles, solids handling between steps and corrosive chemical 
components—in addition to the difficulties associated with engineering a 
multi-step engine with compounding inefficiencies—challenge the prac-
tical application of the multi-step Cu-Cl cycle, as well as others, includ-
ing the hybrid sulfur [H2SO4(aq)/SO2(g)] [82–84] and sulfur-iodine cycles 
[85–87]. As a final remark, we acknowledge that the preceding discussion 
represents a limited survey of cycles and redox-active materials. There have 
been >300 cycles screened [19, 88]. However, since several seminal arti-
cles offer a more comprehensive overview [22, 25, 33], we truncate here 
our consideration of either stoichiometric or line compounds (volatile and 
non-volatile materials) or multi-step or hybrid cycles.

1.1.3	 Thermodynamics

One of the most critical constraints for two-step solar-thermochemical 
cycles [14, 89–96] with off-stoichiometric metal oxides is the thermody-
namic spontaneity of the thermal reduction and water splitting reactions 
[97, 98]. For reversible/equilibrium thermal reduction [Equation (1.8)], 
the Gibbs free energy change for an infinitesimal change in the off-stoichi-
ometry dδ in a counter-current reactor [99–101] is

	

∆G
d

G G G RT p
pMO

o
MO
o

O
o O

ox d xred red

red

= −( ) + +



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− − −
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22
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
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02
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(1.16)

where G (G°) is the (standard) Gibbs free energy, R is the universal gas 
constant, Tred is the thermal reduction temperature, pO

red
2  is the inlet partial 
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pressure of O2(g) for the thermal reduction reaction at Tred, p° is the refer-
ence pressure (1 bar), and

	 δ
( )= − + = −δ δ δ− − −G

d
G G G H T S∆ 1 1

2
∆ ∆v

o
MO
o

MO
o

O
o

v
o

red v
o

x d x 2
	

(1.17)

G H S∆ , ∆ , and ∆v
o

v
o

v
o  are the standard VO formation Gibbs free energy, 

enthalpy, and entropy at an oxygen partial pressure of p, respectively, which 
depend on δ (for simplicity, we omit this dependence). Figure 1.4a shows 
combinations of H∆ v

o  and Tred that satisfy ∆Gred = 0 for pO2 1 10 4red = × −  bar. 
One can read this graph as follows. For example, if a redox-active material 
has a T-independent =S k∆ 15v

o
B  and ∆Hv = 3 eV, Tred ≈ 1800 K or above 

is required for thermal reduction. In other words, the intersection of an 
isoenthalpic H(constant-∆ )v

o  line with a vertical line passing through S∆ v
o  

gives the minimum reduction temperature.
For water splitting (Equation 1.9), the Gibbs free energy change is
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where Tox is the reoxidation temperature, and pH2
ox  and pH O2

ox  are the outlet 
partial pressures of H2(g) and H2O(g), respectively, for the water-splitting 
reaction at Tox. To obtain ∆Gox in terms of G∆ ,o

v  we consider the Gibbs free 
energy change of gas-phase water splitting [Equation (1.4)], i.e.,

	
= + − = −G G G G RT K∆ 1

2
lnws

o
H
o

O
o

H O
o

ox ws2 2 2
	

(1.19)

Here, Kws is the equilibrium constant of water splitting (abbreviated ws). 
Substituting this result into Equation (1.18) and using the definition of 

G∆ v
o  [Equation (1.17)], one arrives at the following equality for reversible/

equilibrium ∆Gox:
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Note that we have replaced p p/H
ox

H O
ox

2 2  with θ/(1 − θ), where θ is the 
outlet H2/H2O conversion ratio. For example, if we begin with one mole 
of H2O(g) and the reaction proceeds 10 %—i.e., with θ = 0.1—then we 
end with 1 − θ = 0.9 or 0.9 moles of H2O(g) and 0.1 moles of H2(g). For 
off-stoichiometric metal oxides, θ = 0.1 is a reasonable target value for the 
water-splitting step [98]. To explore the thermodynamics of water splitting 
graphically, Figure 1.4b shows the relationship between Tox (vertical axis), 

S∆ v
o  (horizontal axis), and H∆ v

o  (colors and numbers). The curvature of 
the =H∆ 3 eVv

o  isoenthalpic line indicates that Tox depends very sensitively 
on S∆ ,v

o  with values ranging from ≈600 K to ≈1800 K for ∆S kv
o =17 B  and 

12 kB, respectively. Therefore, modulating Tred and Tox demands careful 
control of the material-specific parameters, ∆Hv

o  and ∆Sv
o.  Based on the 

water-splitting isoenthalpic lines in Figure 1.4b, it is clear that—to ensure 
practical temperatures and temperature swings— H∆ v

o must be between 
3 eV and 4 eV for metal oxides with typical ∆Sv

os  of 12-17 kB. Solving 
Equations (1.16), (1.17), and (1.20) for ∆Hv

o  gives
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If one selects the target reducing conditions Tred = 1800 K and 
pO2 1 10 4red = × −  to 1×10−3 bar and reoxidizing conditions Tox = 1200 K and 
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θ = 0.1, then the optimal H∆ v
o  is 3.5 to 3.9 eV at p° = 1 bar and Kws(Tox = 

1200 K) = 1.2582×10−8 [16].
The amount of H2(g) produced from one mole of MOx-δ and one mole of 

water in a cycle depends on both δ and θ [102–104], where δ is the number 
of moles of O that one mole of the metal oxide can extract from H2O(g) after 
thermal reduction and θ is the conversion yield of water. One can measure 
δ by thermogravimetric analysis or coulometric titration [105–109].  For the 
former, one measures the mass of a sample over time as the temperature and 
partial pressure of oxygen changes. For the latter, one uses a constant current 
system to quantify the partial pressure of O2(g) accurately.

Kinetics also place important constraints on the design of STWS applica-
tions [110–116]. For example, low temperatures (assuming the reoxidation 
reaction is exothermic) improve the thermodynamics of water splitting [33] 
but lead to sluggish kinetics and therefore suppress the rate of H2(g) pro-
duction. High temperatures alleviate these kinetics issues but disfavor the 
spontaneity and conversion yield of water splitting. According to Equation 
(1.16), reducing pO

red
2  reduces Tred for the same reduction extent. There are 

two ways to reduce pO2
red , inert gas (N2 or Ar) sweeping [101] and vacuum 

pumping [117], and each has its own challenges.

1.1.4	 Economics

Before describing metal-oxide design directions, it is essential to consider 
the economics of STWS [118, 119]. The U.S. DOE recently designated the 
Hydrogen Shot target to be $1/kg for clean H2 within a decade, which—if 
achieved—could lead to a five-fold increase in hydrogen use and mostly 
from clean hydrogen. One estimate in a technoeconomic assessment [119] of 
a plant co-producing hydrogen and electricity with ceria as the redox-active 
material suggests an nth of a kind commercial scale plant might produce H2 
at a cost of $4.55/kg. In that study, component prices (e.g., ≈$22,500,000 for a 
single 27.74 MW tower system) contributes ≈9.63% of the cost. The $4.55/kg 
H2 is more than four times the target value. For hybrid cycles, where excess 
heat produces electricity, opportunities exist to decrease cost by increasing 
solar field efficiency, increasing revenue from electricity, and reducing the 
financial capital recovery factor. Capitalizing on these opportunities and oth-
ers mentioned in a recent technoeconomic analysis by one of the authors 
[119], a realistic estimate of the minimum cost achievable, in the absence of 
some unforeseen technological disruption, is $2.09/kg H2.

One way to decrease the price of H2(g) from STWS is to avoid the costs 
associated with the temperature swing between thermal reduction and 
water splitting (i.e., ∆T = Tred – Tox ≠ 0) via isothermal [120–122] cycles, i.e., 
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where ∆T = 0. However, a recent analysis by Bayon et al. indicates that such 
cycles require operation at Tred = Tox ≈ 2030 K and utilization of redox-active 
metal oxides with specific values of H∆ v

o  and S∆ .v
o
 [98]. Another strategy to 

reduce the cost of solar thermochemical H2(g) is to design, e.g., using quan-
tum mechanics simulation techniques, new redox-active materials that are 
composed of more abundant elements and provide ideal thermochemical 
characteristics that, for off-stoichiometric metal oxides, include an optimal 
oxygen vacancy formation energy Ev ≈ H∆ v

o  [for a greater reduction extent, 
δ, than ceria and therefore H2(g) productivity [95] per unit of redox-active 
material] and a tunable S∆ ,v

o  which—like Ev—improves δ and H2(g) pro-
ductivity but also controls ∆T and thus works to meet the challenge of 
solid-solid heat recuperation.

1.2	 Theoretical Methods

Going forward, the main emphases of this chapter are two-fold: (1) to intro-
duce state-of-the-art and next-generation off-stoichiometric redox-active 
metal oxides and to explain what has made them effective or promising and 
(2) to outline how one might go about designing superior off-stoichiometric 
metal-oxide materials for two-step STWS. For the latter, many of the strat-
egies we will outline for the redox-active material’s design draw on insights 
from quantum mechanics simulations. Generally speaking, this endeavor 
requires quantum mechanics because the off-stoichiometric metal oxides 
for two-step STWS typically contain both ionic and covalent bonds (where 
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Figure 1.5  Theoretical methods for modeling redox-active metal oxides for STWS. 
Considerations when computing ∆Gv

o ,  broken down by Ev, ∆Sv
o ,  materials bulk stability, 

and structure. Each subtopic is addressed in the text.
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the latter, of course, have a quantum mechanical origin), and redox-active 
transition metal cations (which exhibit quantum mechanical effects, such 
as crystal-field energy-level splitting and magnetism). Computational 
designers of metal oxides that undergo partial thermal reduction have four 
goals (Figure 1.5): (1) optimize Ev [97], (2) tune S∆ ,v

o  (3) control stability 
(which also applies for metal oxides that undergo stoichiometric thermal 
reduction), and (4) construct a realistic structural model (which is espe-
cially important for alloys).

1.2.1	 Oxygen Vacancy Formation Energy

The first goal necessitates an accurate method for calculating Ev. The 
method of choice is density functional theory (DFT), for which its founda-
tional theorems prove that one can express the total energy of a quantum 
mechanical system in its ground state simply as a functional of the elec-
tron density (n), a function of only three spatial coordinates. However, to 
obtain accurate electron kinetic energies, its usual implementation intro-
duces one orbital for each electron, raising the complexity to be a func-
tion of 3N coordinates where N is the number of electrons and with an 
algorithmic scaling of typically ~N3. By contrast, conventional algorithms 
for more exact many-body-wavefunction methods for directly solving the 
Schrödinger equation scale typically as N5-N7. DFT approximations pro-
vide an accuracy-efficiency compromise for routinely computing total 
energy and enthalpy changes for chemical reactions and materials of up to 
a few hundred atoms at 0 K and for all species in their electronic ground 
states. There are four terms in the DFT energy functional,
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(1.22)

where n(r) is the electron density, Vn is the nuclear potential, i is the 
electron index, ɸ are the one-electron wavefunctions (required because 
the exact kinetic energy density functional is unknown), and ∇ is the 
Laplacian. The first three terms deal with the classical electrostatic attrac-
tion between electrons and nuclei, the quantum mechanical kinetic energy 
of the electrons, and the classical electrostatic repulsion between electrons, 
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respectively. However, the exact form of the final term, which describes 
electron exchange and correlation (or XC), is unknown, so approximations 
are necessary and always must be validated for the systems of interest.

A logical starting point for developing XC functionals [123–125] is 
to assume that Exc = Ex + Ec is that of the homogeneous electron gas, i.e., 
homogeneously distributed electrons in a box. This local density approxi-
mation (LDA) is helpful because an exact analytic expression and numer-
ical solution exist for Ex and Ec, respectively. However, the actual electron 
density has curvature,  especially for materials with localized chemical 
bonds, high angular-momentum electrons, or defects. As a result, one 
should include information about the higher-order gradients of the elec-
tron density in constructing the XC functional. Perhaps the most widely 
used XC functional is based on the generalized gradient approximation 
(GGA) of Perdew, Burke, and Ernzerhof (commonly abbreviated as PBE 
[126]), which includes information about the electron density and its first 
derivative. Compared to the LDA, the PBE GGA dramatically improves 
predictions of the energetics of bond breaking and formation, which 
involves mostly localized electrons and therefore large gradients of the 
electron density at the reaction site. More recently, Sun et al. showed that 
inclusion of information about the second derivative of the electron density 
in the so-called strongly constrained and appropriately normed (SCAN) 
meta-GGA satisfies all 17 known XC constraints and provides remarkable 
accuracy for many solids [127].

DFT within the PBE GGA or SCAN meta-GGA, however, suffers from 
self-interaction errors (SIEs) not completely eliminated by the approxi-
mate XC functional that are introduced by the interaction of each electron 
with the entire electron density (including its own density) in the Coulomb 
energy functional. SIEs can lead to spurious delocalization of electrons, 
which is especially problematic for open-shell and redox-active transition 
metal compounds, whose d electrons can be localized and spin-polarized. 
To at least partly ameliorate the SIE, one can apply a Hubbard U correc-
tion to the DFT total energy, e.g., using the rotationally invariant approach 
introduced by Dudarev et al. [128], i.e.,

	
∑= −σ σ σ

σ

E n U n n[{ }]
2

Tr[ (1 )]U mm
l

l
l l

l , 	
(1.23)

where l and σ are the angular momentum and spin quantum numbers, nmm 
is a diagonal element of the on-site occupancy matrix n, Ul is the effective 
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on-site Coulomb parameter, and Tr is the matrix trace of the quantity in 
brackets. Equation (1.23) can be understood as a total energy correction that 
drives the on-site occupancy matrix in the direction of idempotency, i.e., it 
penalizes noninteger electron occupation numbers. To correct the consider-
able error in the calculated redox reaction energies of many transition-metal 
oxides, which arises from the SIE in the PBE GGA, Wang et al. calibrated 
PBE+U values for oxides containing the following transition metals: Co, Cr, 
Fe, Mn, Mo, Ni, V, and W [129]. Recently, one of the authors and her cowork-
ers showed that the SCAN+U [130, 131] framework more accurately repro-
duces the ground-state structure, lattice parameters, magnetic moments, 
and electronic properties of transition-metal oxides. We summarize the 
optimized U values for PBE+U and SCAN+U in Table 1.1. Since SCAN the-
oretically is a more accurate XC functional than PBE, i.e., it includes a more 
accurate description of electron exchange, it is not surprising that SCAN 

Table 1.1  Hubbard U values for XC+U calculations fit 
to relevant oxidation energies (unless otherwise noted). 
For example, the U value for SCAN+U calculations of Ce 
oxides was fit to reproduce the experimental enthalpy of 
the following reaction: 4CeO2(s) ⇌ 2Ce2O3(s) + O2(g). 
References are enclosed in brackets.

Element PBE+U (eV) SCAN+U (eV)

Sc 3.00 [138] 0 [131]

Ti 3.00 [138] 2.5 [131]

V 3.25 [129] 1 [131]

Cr 3.7 [129] 0 [131]

Mn 3.9 [129] 2.7 [130]

Fe 5.3 [129] 3.1 [130]

Co 3.32 [129] 3 [131]

Ni 6.2 [129] 2.5 [131]

Cu 3.6 (UHF-derived) [139] 0 [131]

Mo 4.38 [129] n/a

W 6.2 [129] n/a

Ce 2-3 [140, 141] 2 [130]
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requires a lower U correction [132]. Transition-metal oxides also frequently 
exhibit magnetic degrees-of-freedom such as long-range magnetic order 
(ferromagnetic, antiferromagnetic, ferrimagnetic, and nonmagnetic) and 
local spin state (low, intermediate, and high), where the latter is especially 
relevant for compounds containing transition-metal cations, which can have 
varying d-electron counts and crystal-field splittings.

Armed with Hubbard-U-corrected DFT, one can compute Ev, which can 
be written as

	
E E E E q E Ev O F= − + + − +defect

supercell
bulk
supercell

corr
1
2 2 ( )VBM

	
(1.24)

where E Edefect
supercell

bulk
supercelland  are the total energy—calculated using one’s 

preferred flavor of DFT XC and corrections—of a supercell with (defect) 
and without (bulk) the oxygen vacancy, EO2  is the total energy of an O2(g) 
molecule, q is the charge of the defect (e.g., q = 2 for the removal of O2-), 
EF—ϵVBM is the Fermi energy relative to that of the valence band maxi-
mum (VBM), and Ecorr fixes finite-size effects deriving from the use of peri-
odic DFT and the supercell approach [133, 134]. The latter two terms only 
appear in the case of charged defects. A variety of correction procedures 
exist for the calculation of charged defects under periodic boundary con-
ditions. In the state-of-the-art correction schemes proposed by Freysoldt, 
Neugebauer, and Van de Walle (FNV) [135], and Kumagai and Oba (KO)
[136], they express Ecorr as

	 Ecorr = −Elat + qΔϕ	 (1.25)

where Elat includes the interaction between the defect-induced charge den-
sity, the host material, and the neutralizing jellium (uniform compensating 
charge) background, and Δɸ is a term that aligns the electrostatic poten-
tial of the defective and pristine materials with one produced by a model 
defect-induced charge density in an area of the material distant from 
the defect. The FNV procedure employs the plane-averaged electrostatic 
potential to calculate Δɸ, whereas the KO method uses atomic-site poten-
tials. See ref [137] for a thorough overview of these and other correction 
schemes. The supercell approach can make the DFT calculations expen-
sive. Additionally, brute-force DFT calculations do not necessarily explain 
why some materials favor and others disfavor VO formation. Therefore, 
there is a need for efficient methods of calculating Ev—especially for metal 
oxides with disordered sublattices—using, e.g., phenomenological model 
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building and machine learning; we will survey such methods in the sub-
section Enthalpy Engineering in the section Materials Design Directions.

1.2.2	 Standard Entropy of Oxygen Vacancy Formation

The second goal calls for an approach to compute the various contributions 
to ∆Sv: the translational, rotational, and vibrational entropy of gas-phase 
O2 (∆Sg, where “g” means “gas”); the phonon entropy change of solid-phase 
MOx-δ (∆Sp, where “p” means “phonon”); the configurational entropy 
change upon cation sublattice reduction (∆Sc, where “c” means “configu-
rational”); and the electronic entropy change (∆Se, where “e” means “elec-
tronic”). Note that for the rest of the chapter we drop the ° from ∆Sv

o  for 
simplicity but it and its contributions remain standard entropy changes. 
Given the complexity and cost associated with calculating ∆Sg from first 
principles, one typically takes its measured value (e.g., ∆Sg = 15.9 kB per 
½O2 at 1800 K and 1 bar) from standard databases, such as NIST-JANAF 
[142]. For lower temperatures (i.e., usually <1000 K), accurate approaches 
for calculating ∆Sp include the frozen phonon method and density func-
tional perturbation theory [143], invoking the harmonic approximation 
[144]. Calculating ∆Sp for higher temperatures requires the use of tech-
niques that capture phonon anharmonicities, such as molecular dynamics 
(MD) simulations based on fluctuation-dissipation theory [145–148]. 

Calculating ∆Sc can be approached in a few different ways. The first 
scheme uses ideal-solution-based models to describe the entropy asso-
ciated with the disordered reduction of cation sublattices by neutral-VO 
donated electrons. Per mole of cation sublattice, the ideal solution-phase 
configurational entropy is given by

	
∑=−S nR x x∆ lnc

ideal
i i

i 	
(1.26)

where n is the number of moles, i is the component index, and x is the mole 
fraction. In the first-principles-based sublattice formalism recently devel-
oped by Sai Gautam et al. [145–148], the excess entropy not captured by 
the ideal solution contributions is expressed in terms of binary interaction 
parameters (L) as within the compound energy formalism [150, 151]. For a 
system of two sublattices (e.g., one cation and one anion) and two compo-
nents on each sublattice (e.g., oxidized metal Mox and reduced metal Mred 
on the cation sublattice, and O and VO on the anion sublattice), one can 
write the excess entropy as
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where yX
z  is the site fraction of the species X on the z sublattice [c = cation; 

a = anion in Eq. (1.27)].
While precedence for such sublattice models accurately describing phase 

behavior does exist, configurational entropy does not always exhibit ideal 
behavior in multicomponent, multi-sublattice systems. One can directly 
evaluate deviations from ideal behavior by converting the grand canonical 
output of cluster expansion-based Monte Carlo simulations into canonical 
quantities [152];

	
∑µ〈 〉 = 〈 〉−Φ− 〈 〉



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S
T

E n1
i i

i 	
(1.28)

where 〈E〉 is the thermodynamically averaged energy, Φ is the grand 
potential obtained by thermodynamic integration along a fixed T or fixed 
chemical potential (μ) path, and ni is the number of species i exchanged 
with the μ reservoir. The main challenge with such an approach is 
parameterizing an accurate cluster-expansion Hamiltonian, which can 
sometimes require hundreds of first-principles quantum calculations. 
Additionally, it does not explicitly consider the effect of lattice expansion 
and vibrations on configurational entropy [153]. Note that while analytic 
approaches do exist for the calculation of ∆Sv, e.g., the statistical-thermo-
dynamic theory of Ling (which applies to high concentrations of point 
defects) [154], we will not discuss them here because their derivations 
are involved.

Finally, we must establish an approach for computing ∆Se, i.e., the elec-
tronic entropy changes upon changing the filling of a particular electron 
shell (e.g., 4f). In the opposing crystal potential method of Zhou and 
Aberg [155], one obtains the constraining Lagrange multipliers that act 
as a cancellation potential against the crystal field and lead to a spherical 
d-electron distribution. Table 1.2 lists the magnitudes of these different 
kinds of entropy contributions.
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1.2.3	 Stability

Of equal importance to a material’s thermochemical properties (Ev and ∆Sv) 
is its stability with respect to decomposition into other compounds with the 
same summed stoichiometry. One can calculate the stability of a material by 
computing the Gibbs free energies of the redox-active material and all relevant 
secondary phases and then using the convex hull construction to calculate 
the phase diagram [158, 159]. For an isothermal, isobaric, closed system, the 
appropriate thermodynamic potential is G, which one can express as follows

G(T, P, {Ni}) = E(T, P, {Ni}) + PV(T, P, {Ni}) – TS(T, P, {Ni})  
             ≈ E(T, P, {Ni}) – TS(T, P, {Ni})� (1.29)

where E is the system’s internal energy, T is the temperature, S is the entropy, 
P is the pressure, V is the volume, and Ni is the number of atoms of species i. 
Note that if one performs static DFT calculations, then T = 0 K. Therefore, 
one must take additional steps to evaluate the stability of the redox-active 
materials at T ≠ 0 K. These steps generally involve including the relevant 
sources of entropy for a particular phase, which for solids mostly are due 
to vibrations and for gases are due to vibrations, rotations, and translations. 

Table 1.2  Magnitudes of the different kinds of entropy contributions. Exp  
and RA means experiment and redox-active, respectively.

Contribution
∆S [kB per ½O2(g) 

produced] Reference

O2(g) 15.9 [16] (exp, T = 1800 K)

Phonon 2.5 (for CeO1.97) [144] (theory, T > 298.15 K)

Configurational Ideal*
9.7 (for CeO1.97)
10.1 (for ABO2.97, one RA 

cation)
11.5 (for ABO2.97, two RA 

cations, one e–/cation)
Cluster-expansion-based 

Monte Carlo
5.9 (∆Sp + ∆Sc, for CeO1.97)

[152] (theory, T = 1480 K)

Electronic 4.5 (Ce4+ Ce3+, in CeO1.97) [156] (theory, T = 1800 K)

Total 26.1 (for CeO1.97) [157] (exp, independent of T)
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As mentioned above, for temperatures not too much higher than 298.15 K, 
the harmonic approximation provides an accurate and efficient means to 
compute vibrational entropies. At the temperatures relevant for thermal 
reduction (e.g., near 2000 K), phonon anharmonicities must be considered, 
which requires computation of, e.g., phonon spectra from DFT-MD sim-
ulations, which can be quite expensive. Phase transitions, such as melting, 
are also relevant at thermal reduction temperatures. However, currently, 
the only approach to accurately determine the melting point involves—
in the absence of comprehensively validated classical interatomic poten-
tials—costly DFT-MD simulations of solid-liquid coexistence.

1.2.4	 Structure

One often would like to replace partially one of the metal elements in a 
metal oxide with another metal element to tune Ev, ∆Sv, and the stabil-
ity. Such random alloys are hard to model quantum mechanically because 
the system dimensions that lend themselves to DFT calculations are often 
too small to accommodate a structure that one may regard as random. In 
other words, the periodicity imposed by boundary conditions introduces 
spurious correlations that make the modeled system deviate from the solid 
solution. One sometimes can alleviate this problem using so-called spe-
cial quasi-random structures (SQSs) [160–162]. Finding the SQS generally 
amounts to minimizing an objective function that quantifies the difference 
between the current structure’s site occupations and that of the random 
alloy. One such objective function (Q) is

	
∑ ω= Γ −Γ −α α

α∈

Q target

A 	
(1.30)

where α is a cluster (e.g., pairs and triples of atoms within a prescribed 
distance cutoff), A is the list of all considered cluster definitions, and Γ 
is a cluster vector, whose elements are the average correlation (e.g., the 
product of pseudo-spin site identifiers) for each α. One compares the clus-
ter vector of the SQS (Γ) with that of the random alloy (Γtarget), where the 
sum of their element-wise absolute deviations describes how much they 
differ. The second term in Equation (1.30) controls the importance of the 
distribution of the cluster vector deviations, where ω is the radius of the 
largest pair cluster, such that all clusters with the same or smaller radii have 
Γ −Γ =α α 0.target  SQS cells are the best possible approximations to random 
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alloys because their cluster vectors closely resemble the cluster vectors of 
truly random alloys.

1.2.5	 Kinetics

Finally, we note that kinetics can play an essential role in the efficiency of 
STWS cycles. From transition state theory, the critical kinetic parameter 
during thermal reduction is the activation energy of VO diffusion (Ea,diff). 
For the water-splitting step, Ea,diff again affects the kinetics though not as 
significantly as the activation energy of H2O(g) dissociation (Ea,diss). That 
said, some metal oxides dissociatively adsorb H2O(g) with no barrier 
[163–165],  i.e., Ea,diss = 0. The activation energy typically is computed using 
a transition-state search algorithm, such as the nudged elastic band (NEB) 
method [166], which finds saddle points and minimum energy paths 
between predetermined reactants and products. The method works by 
optimizing several intermediate interpolated structures (images) along the 
reaction path. Each image finds the lowest energy possible while maintain-
ing equal spacing to neighboring images. This constrained optimization 
is achieved by adding spring forces along the band between images and 
projecting out the forces’ component due to the potential perpendicular to 
the band. In the original implementation of the NEB method, the highest 
energy image will not always be at a saddle point. The climbing image (CI) 
modification drives this image up to the nearest saddle point by removing 
its spring forces along the band [167, 168]. In this way, the image tries to 
maximize its energy along the band and minimize in all other directions. 
Other methods for finding the transition state include the modified single 
iteration synchronous-transit approach of Trottier et al. [169] and the mod-
ified CI-NEB approach of Caspersen and Carter [170], which, respectively, 
expedite the transition state search in solid-state reactions and extend the 
CI-NEB approach to solid-solid phase transitions that involve changes in 
the cell shape and volume. Once Eas are obtained, one can use them, along 
with pre-exponential factor estimates, in the construction of microkinetic 
models that determine the steady-state or time-evolving reaction yields as 
a function of, e.g., temperature, pressure, and the chemical potentials of the 
species in the system [171].

1.3	 The State-of-the-Art Redox-Active Metal Oxide

To date, the most widely implemented off-stoichiometric metal oxide for 
STWS is CeO2(s) (ceria) [157, 172–185]. CeO2(s) is fluorite-structured and 
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crystallizes in the cubic Fm3m  space group. Ce4+ bonds to eight equiva-
lent O2- atoms in a body-centered cubic geometry. Each O2− bonds to four 
identical Ce4+ atoms to form a mixture of edge and corner-sharing OCe4 
tetrahedra. A favorable property of ceria is its ability to exchange oxygen 
via storing and releasing oxygen reversibly [186], i.e.,

	


δ δ
+δ−CeO s CeO s O g1 ( ) 1 ( ) 1

2
( )2 2 2

	
(1.31)

Experimental findings show that ∆Hv varies with δ as

	 ΔHv(δ) = b + m log δ = 4.09 – 0.33 log δ	 (1.32)

where the intercept and slope are in eV [187]. Using a statistical thermo-
dynamics model [187] of dilute defect clusters (Ce3+VOCe3+), Bulfin et al. 
derived the following equation of state for the equilibrium composition 
off-stoichiometric ceria:
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Here, δm is the maximum oxygen off-stoichiometry (Appendix B. 
Equilibrium Composition of Ceria). Note that we are using the model of 
Bulfin et al. [187] and not the state-of-the-art thermodynamic model of 
Zinkevich [150] for pedagogical purposes as the former provides a simple, 
intuitive, and closed-form equation of state. At constant pO2,  an increase 
in T leads to the reduction of CeO2-δ(s), i.e., an increase in δ (Figure 1.6a). 
At constant T, a decrease in pO2  also leads to an increase in δ. While ther-
mal reduction of ceria typically requires temperatures around 1800 K, ceria 
exhibits excellent thermal stability with good resistance to sintering (which 
slows kinetics considerably) and a high melting point of 2670 K.

The main drawback of CeO2(s) is its too high ∆Hv = 4.4 eV compared to 
the ideal range of 3.4 to 3.9 eV. Metal doping or substitution to decrease ∆Hv 
has been considered extensively. Ceria dopants/substitutions generally fall 
into five categories based on their valence: monovalent, divalent, trivalent, 
and multi-valent dopants, and tetravalent substitutions (Figure 1.6b). First, 
we will list some examples from these categories. Two monovalent dopants 
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studied are Li [188, 189] and K [190], where the former retains material 
porosity more effectively than pristine ceria [191]. Divalent dopants mostly 
have been sampled from the s-block alkaline earth metals—Mg [188, 192], 
Ca [188, 192, 193], Sr [188, 192, 193], and Ba [188]—though d-block Zn 
[194] also has been considered. Among the trivalent dopants studied, there 
are representative elements from the p block (Al [195]), d block (Sc [192, 
194] and Y [192, 193, 196, 197]), and f block (La [196, 197], Sm [193, 197], 
Gd [193, 196, 197], and Dy [192]). While p-block elements, such as Si [79] 
and Sn [188], have been considered, the tetravalent d-block elements Zr [35, 
110, 111, 191–193, 198–201] and Hf [191, 192] especially are promising, 
where the former is the most widely studied substitution. Experiments by Le 
Gal et al. show that the Ce4+ reduction yield ( )yCe3 2+ ≈ δ  increases linearly 
with Zr content (yZr) (Figure 1.6c) [196]. Therefore, Zr doping can be used 
to control the thermodynamics of VO formation in ceria. Note that, even 
though Ti is directly above Zr in the periodic table, it softens samples at T 
> 1700 K, thereby limiting its use for STWS [191, 194]. Finally, multi-valent 
dopants have been examined as well, most of which are transition metals 
from the 3d block (V [194, 202], Cr [194, 203], Mn [178, 194], Fe [194, 204], 
Co [194], Ni [178, 194, 205], and Cu [178]), 4d block (Nb [79] and Rh [206]), 
and 5d block (Ta [175]); f-block Pr [191, 196] has been investigated too.

Now, we will develop an intuition for the relative effectiveness of Zr sub-
stitution compared to doping with other elements (Figure 1.6d) [38]. First, 
subvalent (<4+) doping decreases Ev [207] and increases δ [208, 209] to 
establish local charge neutrality. For example, the equilibrium composi-
tion of 10% Mg-doped ceria is Ce0.9Mg0.1O1.9. Therefore, subvalent dopants 
decrease the number of reducible (i.e., fully coordinated) Ce4+. Divalent 
transition-metal dopants also experience crystal field effects—e.g., the 
adoption of a square-planar coordination geometry—that increase the 
oxygen storage capacity of ceria [210]. Additionally, trivalent doping can 
affect the kinetics of VO diffusion, where Ea,diff correlates strongly with the 
ionic radius of the dopant [209]. Overall, aliovalent substitution does not 
improve significantly the Ce4+ reduction yield, O2(g) released upon ther-
mal reduction, or STWS efficiency.

For tetravalent substitutions, a long-held assumption was that Zr and Hf 
decrease Ev by compensating for ceria expansion upon reduction. However, 
Muhich and Steinfeld recently suggested that Zr and Hf dopants increase the 
δ of ceria because they store energy in tensile-strained Zr- or Hf-O bonds, 
which is released upon O-vacancy formation [207]. Here, we provide an 
alternative hypothesis: Zr and Hf weaken O2--Ce4+ crystal bonds via bond 
order conservation [211]. To quantify crystal bond strength, we use the crys-
tal bond dissociation energies (BDEs) developed by the authors [212]:
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Figure 1.6  Ceria: the state-of-the-art STWS material. (a) Equilibrium composition of 
CeOx as a function of temperature, showing the experimental data of Panlener et al. 
[157] and Dawicke and Blumenthal [213], (circles) and the kinetic model of Bulfin et al. 
[214] (lines, see Appendix B. Equilibrium Composition of Ceria). (b) Periodic table 
showing elements that have (blue) and have not (white) been considered as dopants or 
substitutions in ceria, based on the recent review by Bhosale et al. [174] (c) Percentage 
of Ce4+ reduced—which is ≈2δ—during the first (blue) and second (orange) cycles of 
thermal reduction for STWS by ceria with different Zr doping concentrations [196]. 
(d) Summarizing the effect of dopant valence on properties critical to STWS yield [207]. 
“[x]” can be read as “the concentration of x.” For example, “[removable O]” means “the 
concentration of removable oxygen.”
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where n is the oxidation state of the metal (M) in the unreduced material, 
∆Ef[MOn/2] is the binary metal-oxide (MOn/2) formation energy/enthalpy, 
Ec[M] is the cohesive energy of the pure metal element, BDE[O2] is the 
bond dissociation energy of O2(g) per atom, and Nb[O2−-Mn+] is the num-
ber of O2−-Mn+ crystal bonds per MOn/2 formula unit. For Ce4+, Zr4+, and 
Hf4+, the experimental Eb is 2.56 eV, 3.27 eV, and 3.32 eV. Based on these 
crystal BDEs, O2- forms stronger crystal bonds with Zr4+ and Hf4+ than 
Ce4+. Therefore, Zr- and Hf-doping weaken O2−-Ce4+ crystal bonds on aver-
age, decreasing Ev and increasing δ. Despite the enthalpy control offered by 
Zr and Hf substitutions, the reoxidation thermodynamics of substituted 
ceria are not as favorable as for pure ceria [112, 149], which highlights a 
fundamental thermodynamic constraint in the design of metal oxides for 
thermochemical redox cycles: if reduction is made easier, then reoxidation 
necessarily is made harder [27, 110].

1.4	 Next-Generation Perovskite Redox-Active 
Materials

Ceria remains the redox-active metal oxide of choice for STWS analysis, 
lab scale, and demonstration scale, and its undoped form provides the 
best thermodynamics. Therefore, ways to improve ceria properties are 
limited primarily to nonchemical changes, e.g., morphology engineering. 
Researchers more recently have explored more flexible materials classes 
like metal-oxide perovskites with the goal of designing superior materi-
als. ABO3 perovskites commonly crystallize in six lattice systems: cubic
(e.g., Pm3m SrTiO ),3  hexagonal (e.g., P63/mmc SrMnO3), rhombohedral
(e.g., R 3c LaCrO ),3  tetragonal (e.g., P4mm BaTiO3), orthorhombic (e.g., 
Pnma CaTiO3), and monoclinic (e.g., P21/b CeVO3). The A- and B-site cat-
ions usually bond to O2- in 12- and 6-coordinate geometry, respectively. 
The latter typically forms corner-sharing BO6 octahedra but also can adopt 
edge- and face-sharing octahedra. Octahedra can take on tilt angles and 
patterns and exhibit Jahn-Teller distortion, thus demonstrating the diverse 
design degrees-of-freedom in the metal-oxide perovskite materials class.

Like ceria, redox-active ABO3 perovskites can store and release oxygen 
reversibly
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where ABO3-δ is an off-stoichiometric, metal-oxide perovskite. Perovskites 
mostly fall under three categories: La-based perovskites, alkaline-earth-based 
perovskites, and layered, Ruddlesden-Popper perovskites. For La-based per-
ovskites, La3+ occupies the A-site and a 3+ cation from either the p-block (e.g., 
Al3+ or Ga3+) or d-block (e.g., Mn3+ or Fe3+) resides on the B-site. The most 
widely investigated La-based perovskite composition is Sr-doped LaMnO3 
(LSM) [105, 215–217], which yields an estimated ηsolar–to–fuel lower (16%) than 
ceria (22%) at 1800 K but higher (13%) than ceria (7%) at 1600 K. The use of 
Al as a dopant in Sr-doped manganate aluminates (Sr,La)(Mn,Al)O3 (Figure 
1.7a) [218–220]  enhances thermal reduction at 1623 K and has been shown 
to be stable for at least 80 cycles. Other A-site (Ca [221–223]) and B-site 
(Fe [216, 224] and Co [216]) substituents have been considered; however, 
LSM achieves the largest H2(g) production capacity. Recently, Chen et al. 
reported that Sr- and Co-doped LaGaO3 produces more O2 (at Tred = 1623 
K and = × −p 5 10 bar)O

red 6
2  and H2 (at Tox = 1073 K and θ < 0.01) per mass 

of redox-active material than LSM and ceria [225]. Reports of H2(g) produc-
tion per mass of redox-active material, however, underscores one of the key 
problems the STWS field is trying to remedy:  an apples-to-apples compari-
son between different perovskites (and ceria) currently is not possible from 
the literature reports. For example, lighter elements will automatically look 
better when higher productivities are reported in moles per redox-active 
material mass. That said, in the absence of apples-to-apples comparisons, the 
following lessons about Al-doped LSM can be learned: (1) Sr2+-doping on 
the A-site produces Mn4+, which is very reducible and therefore can be used 
to tune Ev, and (2) Al3+-doping increases cycling stability because LaAlO3 has 
a high melting temperature Tm = 2350 K.

For alkaline-earth-based perovskites, Ca2+, Sr2+, or Ba2+ reside on the 
A-site, and 4+ cations from the d-block occupy the B-site. Until recently, 
the most promising alkaline-earth-based perovskite oxide for STWS was 
BaCe0.25Mn0.75O3 (BCM, Figure 1.7b) [226], which exhibits faster reoxi-
dation kinetics than Sr0.4La0.6Mn0.6Al0.4O3 and yields 2.5× more H2(g) per 
atom than ceria when reduced at 1623 K. Note that these conditions cor-
respond to lower ηsolar–to–fuel than at the target Tred = 1723 K from the sec-
ond law of thermodynamics; the ideal scenario is to design a redox-active, 
metal-oxide perovskite that outperforms ceria at ≈1800 K. That said, BCM 
shows that one can use compositional engineering (i.e., with Ce4+ and Mn4+ 
cations on the B-site) to tune the thermodynamics (i.e., Ev) of metal-oxide 
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perovskites. Other ABO3 perovskites—like SrTi0.5Mn0.5O3 (STM) [227]—
have been proposed; however, STM provides an Ev that is too low (≈2-2.5 
eV vs. the ideal range of 3.4-3.9 eV) for maximally efficient water splitting. 
Recently, Sai Gautam et al. evaluated the Ev and thermodynamic stability of 
Ca1-xCexMO3 perovskites, where x = {0, 0.5, 1} and M = {Sc, Ti, V, Cr, Mn, 
Fe, Co, and Ni} (Figure 1.7c) [228]. Ca0.5Ce0.5MnO3 (CCM) was identified 
to be a promising candidate, based on its favorable predicted Ev = 3.65-3.96 
eV (range for symmetry-distinct VOs), which is similar to BCM in that Mn4+ 
is redox-active but is dissimilar in that in CCM, Ce4+ is redox-active and on 
the A-site. Interestingly, Sai Gautam et al. pointed out that the reduction 
of both the A- and B-sites should give additional configurational degrees 
of freedom to increase the ΔSv of CCM, rather than if only one cation is 
redox-active. While CCM is thermodynamically (meta)stable, with an 
Ehull = 39 meV/atom, experimentally it fails to cycle. We recently postulated 
and validated that Ti-doping increases its stability, enables cycling, and 
does not degrade its attractive thermodynamic properties (Ev and ∆Sv) for 
STWS [229]. While the field of metal-oxide perovskites for STWS is fairly 
young—i.e., about one decade’s worth of research—the early returns have 
yielded some promising candidates (BCM and CCTM), and vast regions 
of materials design space remain unexplored, such as postquaternary 
compositions [early examples include (Ba,Sr)(Co,Fe)O3 [216], Ce-doped 
(Ba,Sr)MnO3 [230], and (Y,Ca,Sr)MnO3 [231]] and layered structures [e.g., 
(Ce,Sr)MnO4] [232, 233].

(a) (          )(            )La,Sr Mn,Al O3 (b) (      ,       )CeBa Mn O3 (c) (      ,      )(    ,       )Ce TiCa Mn O3

Mn4+ is reducbile
Al3+ increases stability

Ce4+ increases stability
Mn4+ is reducbile

Ce4+ on A-site is reducbile
Mn4+ on B-site is reducbile

Ti4+ increases stability

Figure 1.7  Promising perovskite metal oxides for STWS and the beneficial properties of 
the cations that comprise them.
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1.5	 Materials Design Directions

At this point, it is helpful to summarize what we know about the design of 
off-stoichiometric metal oxides for STWS. First, we know that the com-
peting thermodynamics of thermal reduction and water splitting dictates 
a compromise (not too high and not too low) ∆Hv ≈ Ev in the range of 3.4 
to 3.9 eV, whereas ceria offers Ev ≈ 4.4 eV [98]. Second, we know that con-
figurational entropy is the most tunable contribution to ∆Sv, where cerium 
offers both ion/defect-disorder and electronic contributions. Third, we 
understand that the metal oxide must be the most stable compound at its 
composition and melt at temperatures well over 2000 K, where ceria does 
not form secondary phases upon thermal reduction and melts at 2670 K. 
Finally, we know that STWS kinetics should be fast; however, kinetics are 
usually fast for VO diffusion and water splitting in off-stoichiometric/MIEC 
metal oxides compared to the kinetics of stoichiometric (line compounds) 
redox-active materials that undergo phase changes upon reduction and 
reoxidation [179]. We will not consider kinetics further here, but it cer-
tainly is important to consider in terms of the cycle times (longer cycle 
times will have a large impact on the economics) once satisfying the ther-
modynamic constraints.

1.5.1	 Enthalpy Engineering

To design off-stoichiometric metal oxides with greater promise than ceria, 
one must identify materials with a lower ∆Hv ≈ Ev, between 3.4 and 3.9 
eV. There are two main approaches: (1) high-throughput computational 
screening of Ev [108, 234–236] and (2) the development of electronic struc-
ture and thermodynamic descriptors for Ev. For example, Emery et al. took 
the first approach, calculating Ev using spin-polarized PBE+U for more 
than 11,000 ternary metal-oxide perovskites in cubic and distorted crys-
tal systems containing s-, p-, d-, and f-block metals on the A- and B-sites 
[236]. While that work has yet to identify any suitable (meeting multiple 
criteria) redox-active materials for STWS, it provides a valuable data set for 
future analysis of Ev and stability trends in perovskites.

In contrast, the second approach offers physical intuition for Ev that one 
can use to minimize both the number and cost of calculations required for 
materials discovery. One of the first electronic descriptors proposed for 
Ev was partial charges [120, 237]. In 2014, Michalsky et al. showed that Ev 
correlates positively (R2 ≈ 0.63) with the partial charge on the metal atom 
for a diverse collection of metal-oxide surfaces [120]. The logic here would 
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be that the more positive the partial charge on the metal atom, the stronger 
its electrostatic attraction to O2- would be and, therefore, the higher its Ev 
should be. One year later, Ezbiri et al. found an even stronger correlation 
between Ev and the partial charge on the oxygen atom for several ABO3 
perovskites [237]. Here, one can apply the same logic as for the metal par-
tial charges, mutatis mutandis.

That same year, Deml et al. published a phenomenological model for 
the Ev of 45 main-group and transition-metal oxides, covering a range of 
compositions and crystal structures. Their model approximates Ev as
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EOp is the energy difference between the valence band maximum and the 
O 2p band center, Eg is the PBE+U bandgap, 〈Δχ〉 is the average Pauling 
electronegativity difference between O and its nearest metal neighbors, 
and ∆Hf is the formation enthalpy of the metal oxide [238]. This model 
introduces two new electronic descriptors—EOp and Eg. EOp relates to the 
oxygen partial charge because the greater the energy difference between 
the valence band maximum and the center of the O 2p band, the greater 
the occupation of the O 2p band and the more negative the partial charge 
on O; for this reason, Ev correlates positively with EOp. In contrast, Eg 
includes the effect of electron (de)localization, where smaller and larger Eg 
correspond to greater delocalization and localization, respectively. When 
a neutral VO forms, the departing oxygen leaves behind two electrons that 
reduce the lattice. If Eg is small, those electrons donate to metallic-like, 
delocalized bands that manifest in spatial delocalization over multiple 
ions, which stabilizes the VO, corresponding to lower Evs [239]. Conversely, 
if Eg is large, then those donated electrons localize on neighboring cations 
in high-energy conduction-band states, which destabilizes VO. Therefore, 
larger Egs correspond to higher Evs, thereby explaining the positive correla-
tion between Ev and Eg for both large and small band gap materials.

The model of Deml et al. also introduces two thermodynamic descriptors, 
〈Δχ〉 and ∆Hf. Whereas 〈Δχ〉 ostensibly could correlate with BDEs of neutral 
metal-oxygen diatomic molecules [240], ∆Hf captures—albeit indirectly—
the metal-oxygen bond strength in crystals and the effect of bulk stability 
on Ev [120, 241]. The orange data in Figure 1.8a shows the predictive capa-
bility of this model, as the PBE+U-calculated and model-predicted Ev are in 
excellent agreement with only two outliers. While it is unclear why the 〈Δχ〉 
and ∆Hf proportions are 0.72 · 0.60 · 2.60 = 1.87 [products of the coefficients 
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for 〈Δχ〉 in Equation (1.36)] and 0.72, respectively, Deml et al. suggest that 
the combination of EOp and Eg estimates the energy to donate VO-generated 
electrons from the O 2p band to defect states in the gap. Recently, we devel-
oped crystal features analogous to gas-phase BDEs and standard reduction 
potentials, namely crystal BDEs [Eb, Equation (1.34)] and crystal reduction 
potentials [212], which we define as

	 Vr[Mn+ → Mm+] = −Er[Mn+ → Mm+]/(n − m)F	 (1.37)

where n and m are the oxidation states of the oxidized and reduced met-
als in the ground-state polymorphs of their binary metal-oxide crystals 
MOn/2(s) and MOm/2(s), respectively, F is the Faraday constant, and Er is 
the (free) energy change of MOn/2(s) reduction to MOm/2(s) and (n—m)/4 
O2(g). Subsequently, we constructed a thermodynamic model in the spirit 
of Hess’ Law and Born-Haber cycles using Eb, Vr, Eg, and the energy above 
the convex hull Ehull. Our model for Deml et al.’s data (where we computed 
Vr and Eg from PBE+U data [242, 243] on their set of crystals) is

	
= − + +E V E1.2max 0.3 1.87 eVv

NN
r g

	
(1.38)

where we choose the maximum Vr value among the nearest-neighbor (NN) 
cations of a specific VO, emphasizing the essential role of Vr in controlling 
Ev, seeing that it is one of only two features needed to attain excellent agree-
ment between the PBE+U-calculated and model-predicted Ev (blue data 
in Figure 1.8a). Our results also show that the presence of Vr in the model 
eliminates the two outliers. Additionally, −cr = 1.2 has a physical inter-
pretation as the number of electrons donated by a specific O2− to its most 
reducible, nearest-cation neighbors upon VO formation in a polar-covalent 
metal oxide.

We also built a state-of-the-art database of 341 SCAN+U Evs in ternary 
metal-oxide perovskites for an assortment of A-site (Ca, Sr, Ba, La, and Ce) 
and B-site (Ti, V, Cr, Mn, Fe, Co, and Ni) cations, crystal systems (cubic, 
tetragonal, orthorhombic, hexagonal, rhombohedral, and monoclinic), 
and diverse electronic structures, from insulators to metals. Our model for 
room-temperature-stable (Ehull ≤ 298.15 kB) ABO3 perovskite structures is

	
= ∑ − + − +E E V E E0.1 1.5 max 0.4 55.8 0.4 eVv NN b

NN
r g hull

	
(1.39)
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Figure 1.8  Materials enthalpy design directions for STWS metal oxides. Ev models 
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correspond to the models in refs [212] and [238]. The former is based on crystal bond 
dissociation energies, crystal reduction potentials, band gaps, and energies above the 
convex hull. The latter is based on formation enthalpies, O 2p band centers, band gaps, 
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(b) shows the performance of the blue model in panel (a). Dashed diagonal lines in 
panels (a) and (b) correspond to lines of perfect agreement of DFT+U and the model. An 
annotated structure that summarizes the contributions to Ev is shown in panel (c). Panel 
(d) depicts VO formation as an extended Born-Haber cycle with three steps: metal-oxide 
destabilization (if the metal oxide is not in its ground-state polymorph), O-M crystal bond 
dissociation, and solid-state M reduction.
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where the sum in the Eb term is over the NNs to the VO. Figure 1.8b shows 
that Equation (1.39) accurately reproduces SCAN+U Evs for a diverse col-
lection of metal-oxide perovskite compositions, with four intuitive terms 
that describe different energy contributions to Ev (Figure 1.8c). Eb is the 
energy to break O-M crystal bonds; interestingly, its coefficient of 0.1 sug-
gests that VO formation decreases the local bond order by only 10%. Vr 
is the energy to reduce the VO’s neighboring cations, where its coefficient 
suggests that 1.5 of the VO-generated electrons localize on neighboring cat-
ions. We interpret Eg as the energy associated with the donated electrons’ 
(de)localization. The sum of the Vr and Eg coefficients is 1.9, indicating 
that, of the two (1.9 ≈ 2) electrons left behind by a neutral VO, on aver-
age 75% localize on neighboring cations while the other 25% delocalize. 
Finally, Ehull is the energy associated with metastability, and its significant 
coefficient is the result of small Ehull values (≤0.025 eV/atom) for room-
temperature-stable ABO3 perovskites. One can cast this intuition into 
a familiar form for a generic metal oxide: a modified Born-Haber cycle 
(Figure 1.8d). First, the energy increases by the metastability of the metal 
oxide, followed by an energy increase associated with O-M crystal bond 
dissociation. Depending on the cations’ reducibility, the final step—cation 
reduction—can lead either to a decrease or an increase in the energy. The 
difference between the energy of the first and last step gives Ev.

Based on these insights, one can categorize the task of enthalpy engi-
neering into four subtasks: to control crystal bond strength, crystal reduc-
ibility, electron (de)localization, and crystal stability concurrently to 
acquire a ∆Hv ≈ Ev between 3.4 and 3.9 eV. For materials stable at 0 K, Ehull 
= 0; therefore, enthalpy engineering only involves three degrees of free-
dom. Fortunately, Eb and Vr are calculable, and Eg is available from existing 
measurements, which should help the field—experimentalists and theo-
rists alike—to screen for stable metal-oxide materials with values of these 
features that satisfy the optimality constraints for Ev.

1.5.2	 Entropy Engineering

The second direction in the design of off-stoichiometric metal oxides 
beyond ceria is to discover materials classes with tunable ∆Sv. As men-
tioned above, there are four main contributions to ∆Sv. First is the entropy 
of ½O2(g) translations, rotations, vibrations, and electronic degrees of free-
dom, ∆Sg (= 15.9 kB at 1800 K and =p 1 bar,O

red
2  [142], where the standard 

pressure is chosen for convenience and the practical maximum is 0.2 bar, 
i.e., O2 in air, and lower than ambient p sO2  are desirable to increase the 
entropic driving force). However, ∆Sg cannot be engineered in such a way 
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that it benefits one redox-active material over another [244]. Second is the 
vibrational entropy change, ∆Sp (“p” means phonons), which—e.g., for the 
thermal reduction step of STWS—can be written in terms of the change in 
vibrational entropy with a change in the oxygen off-stoichiometry as

	 δ
=
∂

∂
δ−S

S MO
∆

[ ]
p

p x

	
(1.40)

Here, MOx can be either an off-stoichiometric or stoichiometric metal 
oxide. For off-stoichiometric metal oxides, ∆Sp is small (2.5 kB [144] for 
CeO1.97) because VO formation, except at high concentrations, has a modest 
impact on the low-energy phonon modes that control Sp. Therefore, for 
ceria and metal-oxide perovskites, ∆Sp is difficult to engineer to shift its sta-
tus as the smallest contribution to ∆Sv. Certainly, ∆Sp can be larger for solar 
thermochemical cycles with stoichiometric materials due to solid-state 
phase changes (with attendant crystal composition, bonding, coordina-
tion, and lattice changes). However, materials that undergo major cation 
rearrangements upon reduction typically present kinetics and durability 
problems that may prevent their practical implementation.

The third contribution to ∆Sv is the entropy associated with a change in 
the number of unique electronic microstates, ∆Se [133]. To illustrate where 
∆Se comes from, consider the example of the reduction of Ce4+ to Ce3+ in 
ceria, where the empty 4f shell of eight-fold-coordinated Ce4+ becomes sin-
gly occupied (Figure 1.9a) [156, 244]. In the absence of spin-orbit coupling 
(SOC) and crystal-field splitting (CFS), the 4f states of Ce are degenerate, 
which, using Boltzmann’s entropy formula, gives
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where pi = 1/14 is the probability of the electron occupying the ith 4f state. 
Per VO, ∆Se = 5.28 kB because VO formation reduces two Ce4+ to Ce3+. In 
the presence of SOC, the degenerate 4f states split into 2F5/2 and 2F7/2 lev-
els, with a measured separation of ≈0.28 eV [245, 246] that leads to ∆Se ≈ 
4.63 kB per VO at 1800 K. Clearly, SOC decreases ∆Se by penalizing—via 
the Boltzmann distribution—microstates in which the electron occupies 
the higher energy levels. In the presence of both SOC and CFS, the 2F5/2 
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and 2F7/2 levels further split into five energy levels, as shown in the green 
panel of Figure 1.9a, which further reduces modestly ∆Se to ≈4.48 kB. Since 
energy-level degeneracy lifting only leads to a slight decrease in ∆Se (0.80 
kB for Ce4+/Ce3+ at 1800 K), one can estimate its value from measurements 
of atomic spectra [245]. Incidentally, Naghavi et al. found that while Se 
is sizable in all lanthanides, ∆Se reaches a maximum value for Ce4+/Ce3+ 
reduction. Therefore, the take-home message is that to increase ∆Se for 
off-stoichiometric metal oxides other than pristine ceria, one should dope 
or substitute with Ce4+ such that Ce4+ is redox-active (e.g., in CCTM but 
not BCM), Ev is optimal, and stability against decomposition and melting 
is maintained.

The fourth and final contribution to ∆Sv is the configurational entropy, 
∆Sc, accompanying ion and defect disorder [152]. In other words, VO for-
mation creates oxidized/reduced metal disorder on the redox-active cation 
sublattices and O/VO disorder on the anion sublattice that both contrib-
ute entropy to ∆Sv. For simplicity in discussing the engineerability of ∆Sc, 
we assume that all ion/defect configurations are equally likely, i.e., we can 
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Figure 1.9  Directions for augmenting the (a) electronic and (b) configurational entropy 
upon VO formation in the thermal reduction step of STWS. Panel (a) shows that, for ceria, 
eight-fold-coordinated Ce3+ in a cubic crystal field has many thermally accessible 4f states 
(number of microstates shown in parentheses), leading to a significant on-site electronic 
entropy change upon the reduction of Ce4+ (which has one possible configuration). SOC 
is spin-orbit coupling; CFS is crystal-field splitting; occ is the occupation of the state at 
1800 K. Panel (b) illustrates the possibility of simultaneous reduction of both the A- and 
B-site cations, which increases the configuration entropy of the two reducing electrons left 
behind by a neutral VO.
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describe the disorder as an ideal solution. For CeO2-δ(s), the mathematical 
expressions for Sc for both the cation and anion sublattices are given by

Cation      Sc,cation = −kB[(1 − 2δ) ln(1 − 2δ) + 2δ ln(2δ)]	 (1.42)
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where (1 – 2δ) is the fraction of Ce4+, 2δ is the fraction of Ce3+, 1 – δ/2 is 
the fraction of O2-, δ/2 is the fraction of neutral VO, and the “2” before kB is 
the number of moles of O2- per formula unit of pristine ceria. To compare 
against measurements, one calculates ∆Sc in the limit of an infinitesimal 
change in δ at the off-stoichiometry achieved, i.e., by taking the derivative 
of the sum of Equations (1.42) and (1.43) with respect to δ:
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For δ = 0.03 (i.e., CeO1.97), ∆Sc = 9.7 kB, which is approximately two times 
larger than ∆Se and four times larger than ∆Sp. VOs in ceria have short-
range order [247] and consequently, the real ∆Sc is nonideal and less than 
the ideal solution model [152].

Despite this reduction for real ion/defect solutions, ∆Sc still is the 
second-largest contribution to ∆Sv, and hence its modulation is a vital 
redox-active, metal-oxide engineering consideration. ∆Sc modulation 
is significant for ABO3-δ perovskites. They commonly contain only one 
redox-active cation (ordinarily the B-site cation), resulting in configura-
tional entropies per atom less than ceria for all δ/n, where n is the number 
of atoms in the formula unit (i.e., n = 3 for ceria and n = 5 for metal-oxide 
perovskites). Recently, we predicted theoretically that metal-oxide per-
ovskites comprising two redox-active cations (e.g., Ce4+ and Mn4+) exhibit 
a larger ∆Sc than those that undergo single cation reduction [228]. For 
ABO3-δ(s) that experience simultaneous cation reduction, the mathemat-
ical expression for Sc,cation is

	 Sc,cation = −2kB[(1 – δ) ln(1 – δ) + δ ln δ]	 (1.45)
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For simplicity, we suppose that the two VO-generated electrons reduce 
the A- and B-site cations to the same degree. In the limit of ∆δ → 0, ∆Sc 
for metal-oxide perovskites with simultaneous cation reduction is derived 
from the derivative of the sum of Equations (1.43) and (1.45) with respect 
to δ:
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For ABO2.97 (i.e., δ = 0.03), ∆Sc = 11.5 kB/5 atoms = 2.3 kB/atom, which 
is 0.9 kB smaller than that of CeO1.97 (9.7 kB/3 atoms = 3.2 kB/atom). This 
simple analysis indicates that metal-oxide perovskites cannot produce ∆Sc 
per atom greater than ceria. Therefore, while identifying oxide materials 
classes that offer the possibility of simultaneous cation reduction enables 
entropy engineering, the key design direction for non-ceria STWS metal 
oxides is optimizing Ev (unless multiple redox can be realized in doped 
ceria).

1.5.3	 Stability Engineering

We will briefly mention a third materials design direction: to engineer the 
stability of off-stoichiometric metal oxides. Such engineering, however, 
requires a better atomic-scale understanding of temperature-dependent 
phase diagrams and melting points (Tm) of materials. At temperatures 
where the harmonic approximation breaks down, which are relevant in 
STWS, one must either include the anharmonic force constants in eval-
uating the vibrational free energy or perform MD simulations using the 
fluctuation-dissipation theorem to capture anharmonic contributions cru-
cial in controlling phase-transition temperatures. An alternative approach 
to account for anharmonicities is the utilization of enhanced sampling 
(e.g., nested sampling), which allows for the direct calculation of the par-
tition function (and hence thermodynamic properties) [248]. All three of 
these approaches are computationally challenging if one desires a quantum 
mechanical description of the material. Therefore, new methods, such as 
machine-learned potentials, are starting to be used to ease the computa-
tional burden of these calculations [249]. The modeling of material melt-
ing faces the same challenges, as—in the absence of an accurate analytic 
theory or phenomenology for Tm prediction—MD simulations of phase 
coexistence are necessary with either computationally expensive quan-
tum mechanics techniques or more efficient machine-learned potentials. 
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However, the latter often require computationally demanding parameter-
ization based on accurate quantum mechanics computations as well. That 
said, melting point measurements are available in the literature; there-
fore, instead of a materials design direction, we recommend a target for 
theoretical method development could be data-driven Tm prediction for 
multi-component solid solutions using the modern tools of data science 
and machine learning based on experimental data of simpler but related 
compounds.

1.6	 Conclusions

Solar thermochemical water splitting could be a crucial component of a 
coordinated technological effort to mitigate the effects of climate change. 
The potential of thermochemical technologies based on concentrated solar 
radiation is exceptionally promising, given that they utilize the entire solar 
spectrum and can generate local temperatures that all but preclude kinetic 
limitations for crucial chemical reactions. Two-step solar-thermochemical 
water-splitting cycles typically use redox-active metal oxides that can 
be reversibly reduced and reoxidized over a large number of cycles. The 
most promising of these are off-stoichiometric/MIEC or oxygen-vacancy-
forming metal oxides, such as ceria and redox-active perovskites—due to 
their unhindered kinetics and the latter’s large composition space. This 
chapter introduced the fundamentals of thermochemical water splitting 
at high temperatures, focusing on thermodynamics and discovery of off-
stoichiometric metal oxides. We also provided a high-level overview of the 
computational methods available to calculate the various critical quantities 
controlling the efficiency of solar thermochemical water splitting cycles 
to produce hydrogen. Having surveyed important literature on ceria and 
redox-active metal-oxide perovskites, we closed with a forward-looking 
assessment addressing what avenues researchers might follow next in 
the pursuit of off-stoichiometric metal-oxide materials that could lead to 
widespread deployment of this technology.
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Appendices

Appendix A. Equilibrium Composition for Solar Thermolysis

One can calculate the equilibrium composition of the gas-phase mixture 
present in solar thermolysis using the Gibbs-free-energy-minimization 
method, subject to system constraints, which starts with the definition of 
the partial molar Gibbs free energy
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where n is the total number of moles, G is the Gibbs free energy per mole 
of the mixture, R is the ideal gas constant, T is the temperature in K, ni 
is the number of moles of component i, yi is the mole fraction of com-
ponent i, p is the pressure, and G∆ f i

o
,  is the Gibbs free energy of forma-

tion of component i at standard conditions. G∆ f i
o

,  can be obtained from 
online databases—such as the NIST-JANAF thermochemical tables—or 
reference books—e.g., Barin’s Thermochemical Data of Pure Substances. 
Here, we use the Fact-Web application, which offers user-friendly access 
to the FactSage pure substances database, to download the G∆ f i

o
,  of 

H2O(g), H2(g), O2(g), H(g), O(g), and OH(g) at 1 bar and temperatures 
ranging from 200 K to 6000 K in increments of 100 K. The objective of 
the method above is to find the set of ni that minimize the Gibbs free 
energy of the mixture
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which, of course, is a requirement—enforced by the second law of thermo-
dynamics—for a system at equilibrium, where the T and p are held con-
stant. Additionally, for a closed system, we must apply an atomic balance 
constraint, namely

	 nH,in = nH,out	 (1.49)

	 nO,in = nO,out	 (1.50)

such that the number of moles (n) of H and O atoms in molecules fed to 
(in) and leaving (out) the reactor are equal.

To solve Equations (1.48)-(1.50), we used the Sequential Least-
Squares Programming (SLSQP) method implemented in scipy [250] 
with a convergence threshold of 1×10-6. We also placed boundaries on 
yi such that—at equilibrium—they must acquire physically reason-
able values between 0 and 1, inclusive. We reasonably assume that no 
H2O(g) dissociates at the lowest T. In other words, we set =n 1H O g( )2  and 

= = = = =n n n n n 0.H g O g H g O g OH g( ) ( ) ( ) ( ) ( )2 2  For T > lowest T, we supplied the 
ni from the previous (lower) T as an initial guess for the equilibrium com-
position. The Python code used to generate Figure 1.2b can be found at 
https://github.com/wexlergroup/stws/ as a Jupyter notebook.

Appendix B. Equilibrium Composition of Ceria

One approach to computing the equilibrium composition of CeO2(s) as a 
function of T and pO2 is to solve a set of kinetic equations under the steady-
state approximation [214]. We use this semi-empirical model and not the 
state-of-the-art thermodynamic model of Zinkevich [150] as the former 
provides a simple, intuitive, and closed-form equation of state. One can 
write the thermal reduction of CeO2(s) as follows

	


δ+δ−CeO s CeO s O g( ) ( )
2

( )2 2 2
	

(1.51)

where δ is the oxygen off-stoichiometry produced by oxygen vacancy 
(VO) formation. The rate of change of the VO concentration [VO] is the 
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difference between the rates of the forward and backward reactions 
[Equation (1.51)],
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Here, k is a rate constant, red stands for reduction, ox stands for reoxi-
dation, [O] is the removable oxygen concentration, pO2  is the partial pres-
sure of O2(g), and n is the oxygen gas power dependency that depends on 
the maximum δ, which we denote as δm. Setting d[VO]/dt = 0 at equilibrium 
and isolating the concentration terms, we obtain
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Note that we have rewritten the ratio of removed to removable O—i.e., 
[VO]/[O]—in terms of δ and δm. To introduce the energetics of VO forma-
tion in our treatment, we assume an Arrhenius relationship between a 
reaction’s rate and its activation barrier (Ea)
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where k0 is an empirical prefactor. Replacing kred and kox with their asso-
ciated Arrhenius rate expressions and labeling the difference between the 
Eas for reduction and reoxidation as ∆E, we can rewrite Equation (1.53) as
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which, upon solving for δ, yields
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In the original derivation of this model, Bulfin et al. fit Equation (1.56) to 
equilibrium measurements of ceria for the triplets (δ, T, pO2

) and obtained 
kred,0/kox,0 = 8700 ± 800 barn, n = 0.218 ± 0.0013, δm = 0.35, and ∆E = 195.6 ± 
1.2 kJ/mol [214]. Note that the VO formation energy per ½ O2 is Ev = ∆E/2n 
≈ 4.6 eV. The Python code used to generate Figure 1.6a can be found at 
https://github.com/wexlergroup/stws/ as a Jupyter notebook.
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